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Abstract In this research, we proposed an efficient

design sensitivity analysis (DSA) method for constant

temperature molecular dynamics (MD). A Nose–

Hoover thermostat is utilized to represent the possible

state of a system that is in thermal equilibrium using a

heat bath to maintain temperature constant. The design

sensitivity of general performance measures is derived

using an adjoint variable method. Since the adjoint

system is path-dependent and derived in the form of a

terminal value problem, the path of original MD

analysis should be kept to be used with in the adjoint

sensitivity computation. The time reversibility of the

MD system with Nose–Hoover thermostat is investi-

gated. The accuracy and efficiency of the developed

adjoint DSA method are verified through demonstra-

tive numerical examples.

Keywords Molecular dynamics � Adjoint variable
method � Transient dynamic sensitivity �Nose–Hoover
thermostat � Time reversibility

1 Introduction

Within the past decades the nanotechnology has

received considerable attention as more and more

practical applications of nanomaterials are emerging in

the field of physics, chemistry, and biomedicine. The

MD simulation is one of themost popular tools to study

themechanical behaviors of nanomaterials in atomistic

level. In the MD simulation, the Hamiltons equations

are solved for sampling the microcanonical constant

energy distribution. However, it is convenient to keep

the temperature constant in physical experiments.

Therefore performing constant temperature MD sim-

ulation is of great importance for the investigation of

physical, chemical, and biological problems.

Several approaches have been proposed for this

purpose. Since the temperature is related to the kinetic

energy, the velocities of atoms in the system must be

rescaled in order to maintain the temperature at

desired value. One crude way is direct rescaling of

the velocities at each time step after a certain number

of time steps. However, this direct velocity rescaling

does not sample the phase space in a proper way as

prescribed for a canonical ensemble since the condi-

tion of constant temperature is not equivalent to the

condition that the kinetic energy per atom is constant

from a statistical mechanical point of view (Frenkel

and Smit 2001). Andersen (Andersen 1980) proposed

a constant temperature MD simulation method which

is a hybrid of MD and Monte Carlo (MC) methods

since the velocities of the atoms are changed by
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stochastic collisions to induce the Boltzmann distri-

bution. The stochastic collisions introduce drastic

changes to the dynamics in an unrealistic way and it

also lacks a well-defined conserved quantity. In the

Berendsen method (Berendsen et al. 1984), the veloc-

ities of atoms are rescaled more gradually than the

Anderson method. The thermostat suppresses fluctu-

ations of the kinetic energy of system and therefore

cannot generate a correct canonical ensemble rigor-

ously. Based on the extended Lagrangian approach

introduced by Andersen (Andersen 1980), Nose

introduced an extended Hamiltonian which consists

of additional degrees of freedom of the heat bath that

acts as a time scaling factor (Nosé 1984a, b). Noses

method is simplified by Hoover (Hoover 1985) by

introducing a thermodynamic friction coefficient.

Hoovers formulation of Noses method is so-called

the Nose–Hoover thermostat. If an ergodic dynamic

behavior is assumed, the correct canonical distribution

can be obtained by utilizing the Nose–Hoover ther-

mostat. However, for small or stiff systems, the Nose–

Hoover dynamics is not ergodic (Hoover 1985;

Tuckerman et al. 2001). Martyna and co-workers

(Martyna et al. 1992; Tobias et al. 1993) proposed a

Nose–Hoover chain method to fix these problems.

However, for the system that is large enough to be

sufficiently chaotic, the ergodicity is guaranteed so

that the performance of Nose–Hoover thermostat is

usually satisfactory (Frenkel and Smit 2001). The

generalized Langevin equation (GLE) proposed by

Adelman and Doll (Adelman and Doll 1974, 1976) is

also used for the constant temperature MD simulation

(Ceriotti et al. 2009; Evstigneev and Reimann 2010).

The random and frictional forces in the GLE are

balanced to maintain the desired system temperature

(Hu and Sinnott 2004; Kim et al. 2013b).

In the viewpoint of design aspects, the temperature

is one of significant design variables that can be

controlled to a certain value in both simulations and

experiments. The temperature effect of various prop-

erties of nanomaterials such as nanowires (Koh and

Lee 2006; Wu 2006), nanoparticles (Shibuta and

Suzuki 2008) have been reported and discussed by

using MD simulations. However, the way to study

temperature effect on nanomaterial properties relies

on trial and error. With the help of design sensitivity

analysis (DSA), one can quantify the effect of

parameters such as temperature on the results from

simulations as well as experiments efficiently. Also,

the gradient of simulation parameters can be changed

when the operation temperature varies. Therefore, an

accurate and efficient DSA method is required

considering the NVT ensemble. Molecular dynamics

is a typical transient dynamic problem but there are

few literature regarding the DSAmethods for transient

dynamics. The AVM for transient dynamics was well

established in the reference (Choi and Kim 2006) and

the corresponding adjoint system turned out to be a

terminal value problem. Hsieh and Arora (Hsieh and

Arora 1984) developed DSA methods using both

DDM and AVM for dynamic problems with point-

wise constraints. Tsay and Arora (1990) derived

nonlinear DSA for path-dependent problems using

total Lagrangian formulation considering geometrical

and material nonlinearities. However, they follow all

the history of solution procedure for the DSA because

the dynamic equations for both original responses and

design sensitivities are path-dependent (Cho and Choi

2000). This makes it difficult to extend DSA methods

to the molecular dynamics since the adjoint system

that corresponds to MD simulations is usually a path-

dependent problems. Adjoint DSAmethod for the MD

system where the number of atoms N, volume V and

energy E is fixed (NVE ensemble) is already proposed

(Jang et al. 2014). Since the equation of motion for the

NVE ensemble is conservative, when the performance

measure is only dependent on the state at terminal time

and the internal force term is linear with respect to the

displacement due to the harmonic approximation of

the inter-atomic potential, the adjoint equation of

motion can be independently solved from the original

system. In that case, there is an advantage of saving the

computational storage to keep the original response

history (Kim et al. 2013a, b). In the case of non-linear

internal forces, however, the adjoint equations depend

on the path of original response and thus the tangent

stiffness in the adjoint systems changes with each

time. In this case, the adjoint problem is history-

dependent, which means that we must follow all the

history of response analysis for solving the problem. In

this paper, we developed an adjoint DSA method for

the constant temperature MD simulations. To obtain

the continuous trajectory of a system having constant

number N of atoms, volume V, and temperature

T (NVT ensemble), the Nose–Hoover thermostat is

utilized. In contrast with the adjoint system of NVE

ensemble, the adjoint system of NVT ensemble is

inherently path-dependent due to the additional
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degrees of freedom corresponding to the heat bath

which acts as a damping term.

The remainder of this paper is organized as follows.

In Sect. 2, we briefly review the Nose–Hoover ther-

mostat. In Sect. 3, we discuss the DSA of constant

temperature MD, where both the DDM and the AVM

are considered. Due to the effect of the external heat

bath, the equation of motion for Nose–Hoover ther-

mostat is a path-dependent problem so that the

kinematics of atoms and thermodynamic friction

coefficients must be kept at each time step for the

AVM. Also, the design sensitivity of extended

Hamiltonian which is conserved quantity is discussed.

In Sect. 4, we present demonstrative numerical exam-

ples, where the accuracy and efficiency of the derived

adjoint sensitivity are verified. For the design param-

eterization of instantaneously desired temperature, a

rectangular pulse function is introduced to interpolate

the temperature as a function of time.

2 Review of Nose–Hoover thermostat

To perform MD simulations on a system where the

number of particles N, the volume V, and the

temperature T are fixed, we consider a physical system

that contacts with a heat bath. Hamiltonian for the

extended system can be written, in terms of the

extended variables, as

H ~p; q; ~ps; sð Þ ¼
X3N

i¼1

~p2i
2mis2

þ ~p2s
2Q

þ Vpot qð Þ þ z ln s;

ð1Þ

where q, ~p, and Vpot are the atomic position, the

momenta conjugate to q, and potential energy function

respectively. s, ~ps, andQ denote the additional degrees

of freedom for the heat bath, the momentum conjugate

to s, and an effective mass associated to s. z is a factor

for sampling a canonical distribution. The tilde

denotes the extended variables corresponding to the

scaled time s.
The equation of motion of the extended system

variables are found to be the followings.

d~pi
ds

¼Fi; ð2Þ

dqi

ds
¼ ~pi
mis2

; ð3Þ

d~ps
ds

¼
X3N

i¼1

~p2i
mis3

� z
1

s
; ð4Þ

and

ds

ds
¼ ~ps

Q
: ð5Þ

It can be considered that the real (physical) time t is

scaled to the scale time s in the extended system

according to

ds ¼ sdt: ð6Þ

If we sample the canonical distribution or calculate the

ensemble average with the extended variable s, the
sampling is done at integer multiples of the extended

time step Ds that are not constant. Therefore, for the

sampling at equal intervals in physical time, it could be

convenient to do the integrations in terms of the

physical system variables by means of the transfor-

mations pi ¼ ~pi=s and Eq. (6). Using the transforma-

tions, we can come up with the equation of motion for

physical system variables and heat bath variables,

_pi ¼Fi � pi
_s

s
; ð7Þ

_qi ¼
pi

mi

; ð8Þ

_ps ¼
X3N

i¼1

p2i
mi

� z; ð9Þ

and

_s ¼ s
ps

Q
: ð10Þ

Wecan obtain the second order Lagrangian equation of

motion in terms of physical variables which most often

are used in MD simulations by combining the first

order equations of motion. By introducing the friction

coefficient f ¼ _s=s proposed by Hoover (Hoover

1985), the equations of motion are obtained by

€qi ¼
Fi

mi

� _qif ð11Þ

and

_f ¼ 1

Q

X3N

i¼1

mi _q
2
i � z

 !
: ð12Þ
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The factor z is determined to recover the canonical

sampling

z ¼ 3NkBT : ð13Þ

Notice that the number of atoms N is used in Eq. (13)

since the Eqs. (11) and (12) are written in physical

variable formulation.

3 Design sensitivity analysis of Nose–Hoover

thermostat

3.1 Adjoint variable method

A general performance measure w of Nose–Hoover

thermostat can be defined including both terminal time

value and time history quantity as

w ¼ g b; f; q; _qð Þjt¼tT
þ
Z tT

0

h b; f; q; _qð Þdt: ð14Þ

Taking the first order variation of Eq. (14) with respect

to design b and integrating by parts lead to

w0 ¼ og

ob
db þ og

of
f0 þ og

oq
þ oh

o _q

� �
q0 þ og

o _q
_q0

� �����
t¼tT

þ
Z tT

0

oh

ob
db þ oh

of
f0 þ oh

oq
� d

dt

oh

o _q

� �
q0

� �
dt:

ð15Þ

Equations ofmotion forNose–Hoover thermostat can be

re-written, in a matrix-vector form for convenience, as

mA €q tð Þ ¼ f � f tð ÞmA _q tð Þ; ð16Þ

Q _f tð Þ ¼ _q tð ÞTmA _q tð Þ � z: ð17Þ

Two adjoint variables k tð Þ and n tð Þ are introduced.

Note that k tð Þ is a vector function whereas n tð Þ is a
scalar function related to the thermostat variable.

Multiplying the adjoint variables and integrating with

respect to time, we have

Z tT

0

kT mA bð Þ€q � f b; qð Þ þ mA bð Þf _qð Þdt

þ
Z tT

0

n Q bð Þ _f� _qTmA bð Þ _q þ z bð Þ
� �

dt ¼ 0:

ð18Þ

Assuming that the Lagrange multipliers are indepen-

dent of design, taking first order variation of Eq. (18)

and integrating by parts yields

kTmA _q
0 þ kTfmA � _k

T
mA � 2n _qTmA

� �
q0 þ nQf0

� ����
t¼tT

þ
Z tT

0

€k
T
mA � kT

of

oq
� _k

T
fmA � kT _fmA

�

þ 2n€qTmA þ 2 _n _qTmA

�
q0dt

þ
Z tT

0

kTmA _q � _nQ
� �

f0dt

¼ �
Z tT

0

kT
omA

ob
€q � of

ob
þ omA

ob
f _q

� ��

þ n
oz

ob
þ oQ

ob
_f� _qT omA

ob
_q

� ��
dbdt:

ð19Þ

Matching the resulting identity of Eqs. (19) with (15),

we can obtain the following adjoint system and the

corresponding terminal conditions for theMD systems

of NVT ensemble.

€k ¼ f _kþ m�1
A

of

oq
kþ _fk� 2n€q � 2 _n _q

þ m�1
A

oh

oq
� d

dt

oh

o _q

� �T

; ð20Þ

_n ¼ 1

Q
kTmA _q � oh

of

� �
; ð21Þ

n tTð Þ ¼ 1

Q

og

of
; ð22Þ

k tTð Þ ¼m�1
A

og

o _q

� �T

; ð23Þ

and

_k tTð Þ ¼ m�1
A f

og

o _q

� �T

� og

oq
þ oh

o _q

� �T
( )

� 2

Q

og

of

� �
_q:

ð24Þ

Thus, the adjoint design sensitivity can be obtained

from the original and adjoint responses,
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w0 ¼ og

ob
db

����
t¼tT

þ
Z tT

0

oh

ob
dbdt

�
Z tT

0

kT
omA

ob
€q þ f _qð Þ � of

ob

� ��

þn
oz

ob
þ oQ

ob
_f� _qT omA

ob
_q

� ��
dbdt: ð25Þ

3.2 Time reversibility of adjoint systems: NVE

and NVT ensembles

For transient dynamic problems, the corresponding

adjoint equation is usually a terminal value problem as

derived in Eqs. (20) and (21). Therefore, the initial

conditions of adjoint responses can be recovered due to

the time reversibility of the system. A reversible

system is defined as any second-order system that is

invariant under the reversed time and velocity. Only

the initial conditions, not the equations, can differ in

the reversed flow of the reversible system (Jang et al.

2014; Lamb and Roberts 1998; Strogatz 1994). By

definition, the constant temperature MD utilizing

Nose–Hoover thermostat is time-irreversible in theory

due to the velocity-dependent force term in Eq. (11).

To investigate the characteristics of adjoint system

corresponding to the NVT ensemble, we consider a

simple 1-Dharmonic oscillatorwhich is the same as the

Hoovers problem (Hoover 1985),

€q ¼� k

m
q� f _q; ð26Þ

_f ¼m

Q
_q2 � z

Q
; ð27Þ

where the parameters all taken to be unity, i.e. m ¼ 1,

k ¼ 1, Q ¼ 1, and z ¼ 1. The initial conditions are set

to q 0ð Þ ¼ _q 0ð Þ ¼ 1, f 0ð Þ ¼ 1 and the terminal time is

tT ¼ 100; 000dt, where dt ¼ 10�3. A half-step leap-

frog scheme is utilized to integrate the dynamic

system.When the performance measure is taken as the

displacement at terminal time,w ¼ q tTð Þ, the resulting
phase trajectory of adjoint system is shown in the

Fig. 1a. Since the adjoint system is time irreversible,

the resulting phase trajectory of the adjoint response

shows chaotic behavior and there exists so many

intersections through the trajectory. Therefore, only

with the availability of whole time history of the

original response in MD simulation stage enables us to

solve the adjoint terminal value problem. In our

previous research, we already investigated the time

reversibility of response, sensitivity, and adjoint

response of MD in the NVE ensemble (Jang et al.

2014). The phase trajectory of adjoint system corre-

sponding to the NVE ensemble is shown in Fig. 1b.

All the setting of the problem is the same as in the

NVT case, but the thermostat is not considered in this

problem to sample the NVE ensemble. Compared with

Fig. 1 Phase trajectories of adjoint systems corresponding to a NVT and b NVE ensembles. In each phase trajectory, the blue dots

denote the derived terminal conditions for adjoint responses and red ones denote the resulting initial conditions
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Fig. 1a, b of the NVE adjoint system shows the

characteristic of time reversible system which exhibits

closed orbits and symmetry about the axis of adjoint

displacement qadj. Unlike the adjoint system of NVT

ensemble, that of NVE ensemble is identical to the

original system except initial conditions and thus can

be solved from the terminal conditions independently

where the potential function is harmonic. However,

the adjoint system of NVT ensemble cannot be solved

from the terminal conditions independently since the

MD system in NVT ensemble is inherently time

irreversible.

4 Numerical examples

To verify the accuracy and efficiency of the developed

adjoint DSA method, an MD simulation for a tensile

test of Cu nanowires is considered. A 3.615 nm-long

Cu nanowire is constructed by 5� 5� 10 unit cells as

shown in the Fig. 2 and the total number of atoms is

1270. The Embedded Atom Method (EAM) (Daw

et al. 1993) is utilized to consider the bond between

Cu atoms. The nanowire is at first thermally equili-

brated at desired temperature for 5ps of 5,000 time

steps using a Nose–Hoover thermostat while the Cu

atoms in each end layer are fixed. The time step size

for time integration is Dt ¼ 1fs and a half-step leap-

frog scheme is utilized for the time integration.

Periodic boundary conditions are not considered in

any stage of the simulations and the DSA. After

thermal equilibration, a tensile loading of constant

strain rate is applied to the end layers. The strain rate is

set to _e ¼ 3� 1010s�1. Engineering strain is defined as

ezz ¼ lz � lz0ð Þ=lz0, where lz is the current wire length
in z direction and lz0 is the initial wire length. A yield

strain is defined as the strain at which the maximum

tensile stress occurs. The localized axial stress for

atom i was calculated using the virial theorem, which

has the form of (Koh and Lee 2006; Horstemeyer et al.

2001)

gizz eð Þ ¼ 1

Xi

1

2

XN

j¼1;j6¼i

Fij
z eð Þrijz eð Þ

 !
; ð28Þ

where Fij
z refers to the [001] component of the

interatomic force between atoms i and j. rijz ¼
xiz � xjz
�� �� is the interatomic distance in the [001]

direction of the pair. Xi denotes the volume of atom i,

which was assumed as a hard sphere in a closely

packed un-deformed crystal structure. The axial stress

on the nanowire is taken as the mean of the local

stresses on all atoms as,

rzz eð Þ ¼ 1

N

XN

i¼1

gizz eð Þ: ð29Þ

The resulting yield strain and stress with respect to the

various desired temperature are listed in Table 1. The

recorded stress-strain curve is also presented in Fig. 3.

When the temperature increases, the yield stress value

is decreases as reported in literature (Koh and Lee

2006).

4.1 Temperature sensitivity on Youngs modulus

of nanowires

We performed the DSA to investigate the temperature

effect on the Youngs modulus of Cu nanowires. The

design variable is operation temperature T during the

tensile loading which is design parameterized as

T ¼ T0 1þ bð Þ. Performance measure is the Youngs

Fig. 2 Geometry of FCC metallic nanowire constructed by 5�
5� 10 unit cells

Table 1 Yield stress and strain at different temperatures

Temperature 100 K 300 K 500 K

eY 9.92E-02 9.93E-02 8.47E-02

rY 10.34856 8.475221 6.798572
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modulus of the copper nanowire obtained from the

slope of linear regression line of stress-strain curve in

the elasticity region. The Youngs modulus as the slope

of the linear regression line can be written as

where e is the strain induced by the tensile loading, r is
the stress given as Eq. (29). t1 and t2 denote the time

intervals where the linear regression analysis is

performed. The time interval for calculating the

Youngs modulus is between t1 ¼ 5; 500Dt and

t2 ¼ 9; 000Dt.Varying the strain-rate, we investigated

the design sensitivity of temperature to the Youngs

modulus by utilizing the developed adjoint DSA

method. When decreasing the strain-rate, the required

time for the yielding of nanowires becomes longer.

The terminal times required for strain-rates of

3� 1010, 1:5� 1010, 6� 109, and 3� 109 are 9000,

11000, 18000, and 25000 time steps, respectively. The

analytical sensitivities are computed by utilizing the

direct differentiation method (DDM) and the devel-

oped AVM, and the numerical one by forward finite

difference method (FDM). As shown in Table 2, the

agreements between analytical and numerical sensi-

tivities are very good even though the derived

adjoint system is a terminal value problem. This is

because we saved all the history of responses from

original analysis and then performed reverse time

integration for the adjoint variables along the saved

history.

Fig. 3 Temperature effects

on stress-strain curve of Cu

nanowire

Table 2 Verification of

sensitivity results for

various strain-rates

Strain rate (a) FDM (b) DDM (c) AVM (b)/(a) (c)/(a)

Dw=DT w0
DDM w0

AVM
(%) ð%Þ

3� 1010 �1.4001E?00 �1.4103E?00 �1.4130E?00 100.73 100.92

1:5� 1010 �2.0900E?00 �2.1091E?00 �2.1087E?00 100.92 100.90

6� 109 �7.9993E-01 �8.2211E-01 �8.4027E-01 102.77 105.04

3� 109 �2.9399E?00 �2.9151E?00 �3.0615E?00 99.15 104.13

w ¼
t2 � t1ð Þ

R t2
t1
e t; bð Þr t; b; qð Þdt �

R t2
t1
e t; bð Þdt

R t2
t1
r t; b; qð Þdt

t2 � t1ð Þ
R t2
t1
e2 t; bð Þdt �

R t2
t1
e t;bð Þdt

� �2 ; ð30Þ
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4.1.1 Accuracy of analytic sensitivity regardless

of design perturbation amount

We analyze the step size of design perturbation to

verify the accuracy of the analytical sensitivity

obtained from the DDM and the AVM as shown in

Table 3. Even though we considered a time-averaged

performance measure, when the perturbation amount

of temperature is increased, the accuracy of numerical

finite difference sensitivity gets extremely decreased

since the MD system is highly nonlinear with respect

to the design.

4.2 Potential parameter sensitivity on Youngs

modulus of nanowires

We utilized an EAM potential to describe the metallic

bond between Cu atoms in the numerical examples. In

the EAM potential, the total energy of an atom i is

given by

Ei ¼ Fi

X

j6¼i

qj rij
	 


 !
þ 1

2

X

j 6¼i

/ rij
	 


; Etotal ¼
X

i

Ei;

ð31Þ

where FðqÞ, qðrÞ, and /ðrÞ denote the embedding

energy, local electron density, and pair-wise energy

terms, respectively. Usually the three functions in the

EAM potential are given as a table of data points that

result from fitting to experimental data. Therefore,

using the function values, the overall functions within

the cut-off distance are extracted by interpolating the

data points. To quantify the potential parameter effects

on the Youngs modulus of Cu nanowires, we perform

the developed adjoint DSA method where the data

points for the pair potential function are selected as the

design variables. The data points for pair-wise energy

term are considered as the design variables as shown in

Fig. 4.

4.2.1 Efficiency of adjoint design sensitivity for many

design variables

The total number of design variables is 500. Note that

the developed adjoint variable method needs only one

more time integration for the adjoint terminal value

problem derived in Eqs. (20)–(24) so that we can

obtain design sensitivities with respect to 500 design

variables efficiently. However, the required costs for

the FDM and the DDM are linearly proportional to the

number of design variables. Therefore, we selected

arbitrarily four design variables for the FDM to

compare with the analytical sensitivities. For example,

Fig. 4 shows the design perturbation of 250th design

variable. The n-th design variable means the value of

data point associate with pairwise potential function as

rn/ðrnÞ, where rn ¼ n � Dr and Dr denotes the incre-

ment of interatomic distance. The agreement between

the finite difference and the adjoint design sensitivities

for selected four design variables are listed in Table 4.

Even though only four design variables are considered

to obtain the finite difference sensitivities, the com-

putational costs for the FDM is linearly proportional to

the number of design variables as shown in the Fig. 5.

However, the AVM need only about 1.5 times of MD

simulations regardless of number of design variables.

The efficiency of AVM in the DSA of MD system is

already demonstrated in literature where the cost of

AVM for 0.25 million design variables is around 1.08

times of cost of MD simulations (Jang et al. 2014).

Table 3 Analysis of step size for design perturbation

db (a) FDM (b) DDM (c) AVM (b)/(a) (%) (c)/(a) (%) (c)/(b) (%)

1.00E-10 �1.4300E?00 98.62 98.81

1.00E-09 �1.4100E?00 100.02 100.21

1.00E-08 �1.4105E?00 99.99 100.17

1.00E-07 �1.4103E?00 100.00 100.19

1.00E-06 �1.2003E?01 �1.4103E?00 �1.4130E?00 11.75 11.77 100.19

1.00E-05 �2.8021E?00 50.33 50.42

1.00E-04 �9.2028E-01 153.25 153.54

1.00E-03 �1.6914E?00 83.38 83.54

1.00E-02 �1.8541E?00 76.06 76.21
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This fact shows that the developed AVM is indis-

pensable to investigate many parameter effects on a

performance measure.

5 Conclusions

To quantify the temperature effects on the perfor-

mance of nanomaterials and gradient of performance

measure at a given operation temperature in MD

simulations, a DSA method for constant temperature

MD is developed. To describe the atomistic behavior

of nanomaterials in a desired temperature, the Nose–

Hoover thermostat is utilized. The design sensitivity of

general performance measures for the constant tem-

perature MD with the Nose–Hoover thermostat is

derived using the adjoint variable method since the

design problems of MD simulations usually include

many design variables. In contrast with the adjoint

system of NVE ensemble, that of NVT ensemble

cannot be solved from the terminal conditions inde-

pendently since the MD systems in NVT ensemble are

inherently time irreversible. Therefore, the whole time

history of responses must be kept in the MD simula-

tion stage for the developed adjoint DSA of the

constant temperature MD simulations.The developed

adjoint DSA method is applied to a tensile test of Cu

Nanowire problem to verify the accuracy and effi-

ciency. The developed adjoint DSA method for

constant temperature MD simulations is applicable

for the emerging nanotechnology problems such as

design of nanomaterials for desired properties and

performances.

Fig. 4 Interpolated function /ðrÞ with its 1st order derivative (left) and design perturbation of point value near 2.49 A (right). The

amount of design perturbations is exaggerated for visualization purpose

Table 4 Sensitivity verification for selected design variables

(db ¼ 10�10)

D.V.# (a) FDM (b) AVM (b)/(a) (%)

250 �9.17E?02 �9.17E?02 100.00

300 �1.85E?00 �1.85E?00 100.14

350 �3.76E?02 �3.76E?02 99.93

400 �2.66E?01 �2.65E?01 99.92

Fig. 5 Comparison of computational costs for FDM and AVM

according to the number of design variables
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